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In which direction will we promote progress?



The general argument

❑ ‘Yes, Causal AI should rule over Deep Learning.’

1. There are many reasons just mentioned in this presentation.

2. Causal Markov Condition can be understood as an advantage.

3. Cognitive arguments support this thesis.

❑ This is a general argument that addresses two global approaches to AI.

❑Scientific communities need to decide in which direction promote progress, and which methods

will the apply.



Two kinds of methods

CAUSAL AI

▪ AI based on Causal Bayesian Networks (CBNs), and 

causal models.

▪ Causal models, their assumptions, and the

algorithms to infer them are here understood as 

Judea Pearl defines them in his book Causality

(2009).

▪A CAUSAL AI SYSTEM is expected to convey causal 

explanations of its behavior, and to operate with

information about the relations between variables. 

DEEP LEARNING

▪ Densely connected neural networks.

▪ All methods described in Francois Chollet’s book

Deep Learning with Python (ConvNets, RNNs, etc.).

▪ A DEEP LEARNING AI SYSTEM is expected to find

the function that best fits the data.



Causal AI



For the sake of specificity:



They do not exclude each other

▪ Recently, we have seen considerable progress towards fusing both approaches (Vg. Testing

Bayesian Networks (TBNs), (Choi, Wang, Darwiche, 2019, IJAR)).

▪ Notwithstanding, a predominant one needs to be chosen.

1. Scientific goals

2. Complex Systems



TBNs: An example of fusing both approaches
Choi, Wang, Darwiche: 2019
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Advantages of Causal methods

▪ Causal models grasp changes in the probability distribution, they deal with a family of ‘n’ 

probability distributions

▪ Interpretability and simplicity

▪ Encode previous (expert) knowledge

▪ Measure causal effects

▪ Grasp invariant qualitative knowledge



Advantages of
Deep Learning

▪ Universal approximators

▪ Expert knowledge is not strictly

required

▪ They have found no competitors

in the problems they solve



The Causal Markov Condition could be an advantage

First argument



Causal Inference Assumptions
(IC-like algorithms)

1. Minimality

2. Stability

3. The Causal Markov Condition (CMC)



Causal Inference Assumptions
(IC-like algorithms)

1. Minimality

2. Stability

3. The Causal Markov Condition (CMC)

Problematic!



What do we get with The Causal Markov Condition?



A change in Statistics

CLASSICAL APPROACH

1. Small set of strong features

2. Simple functions (vg. linear)

THE NEW TECHNIQUES

1. A large number of weak features (vg. 

data mining)

2. ‘Smart’ functions



Vapnik (2000)

Current practices references: 

• Goodfellow, Bengio, Courville 

(2016)

• Lee, W. (2019)

• Chollet, F. (2021)



What we get with the CMC

CAUSAL AI

1. Small set of strong features

2. Simple functions (vg. linear)

▪ The structure

❑ It is feasible to select a few causal paths

that will render the others insignificant.

DEEP LEARNING

1. A large number of weak features (vg. 

data mining)

2. ‘Smart’ functions

❑ There is no feasible procedure to select a 

few neural paths that will render the others

negligible. 
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The Causal Markov Condition!



Nancy 
Cartwright’s 
Objections

2007



Problems with Causal Markov
Condition

1. Common causes

2. Causes cooperating to produce one effect

3. Mixed populations

4. Changes in the same direction of time

5. By-products



What does it mean to hold a scientific attitude?
➢ Option 1: “When you don’t know, you don’t know.” (Non-observed variables agnosticism)

➢ Option 2: “Hold adequate assumptions.”



Control tasks

▪ The Causal Markov Condition enables us to model decision making situations. 

▪ Marvin Minsky’s Society of Mind

Just wonder if it is possible to design an AI system with a causal model as its main structure, one

which operates not based on raw data inputs, but on results obtained by different neural networks

that process different kinds of data.



On Cognitive grounds
Neuroscience and Artificial Intelligence mutually enrich themselves





Is the brain implementing backpropagation?
THE NGRAD HYPOTHESIS

Hinton et al. (2020)



The NGRAD Hypothesis
Backprop-like algorithms

It remains physiologically implausible

▪ Do we compute the derivatives and perform

a backwardpass without altering the state of

our neurons?



Is the brain implementing FF-algorithm?
Hinton, 2022



Neural networks are not neural enough

▪ These algorithms can not answer why-questions

Option 1: Causality is an associative illusion

Option 2: Neural algorithms are not enough to model the human cognitive system



Neural networks are not neural enough

▪ These algorithms can not answer why-questions

 Option 1: Causality is an associative illusion

 Option 2: Neural algorithms are not enough to model the human cognitive system

▪ Despite the label ‘neural’, it is healthy to question if real neurons, and overall the human 

cognitive system operate within a neural network framework. 



Mesolimbic dopamine release
conveys causal associations

▪ Huijeong Jeong et al. (2022)

▪ Two Hypotheses:

▪ TDRPE: Temporal Difference Reward 

Prediction Error

▪ ANCCOR: Adjusted Net Contingency for Causal 

Relations

▪ Dopamine release activity stands for 

retrospective reasoning.

▪ Counterfactuals are an intrinsic feature of 

human cognition.



Concluding remarks
Should Causal AI Rule over Deep Learning?



Originally both methods were 
designed for different purposes

NEURAL NETWORKS

❑ The pattern recognition problem

CAUSAL MODELS

❑ The problem of precisely determining 

relations between variables and the 

consequences of those relations

Since both methods obey distinct goals, we can not just combine them. 

While recognizing that both are extremely useful, it is needed to chose a 

main goal in order to put them to collaborate.



Yes, Causal AI Should Rule over Deep Learning

1. The Markov Condition is not a reason to reject causal models

✓ It provides a better comprehension.

✓ It is adequate for macroscopic phenomena.

✓ Models which assume CMC are better at decision making and control tasks

2. On cognitive grounds:

✓ Our cognitive system does not obey a machine learning neural algorithm

✓ There is evidence supporting that counterfactual reasoning is anchored in low-level synaptic 

information transmission.



Causal knowledge is deeper than 
Deep Learning

Thank you!

- CaDis 2023
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